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Streszczenie

Artykut podejmuje analize kluczowych wyzwan etycznych wynikajacych z implementac;ji syste-
mow sztucznej inteligencji w medycynie, ze szczegdlnym uwzglednieniem koncepcji ,,godnej zau-
fania Al” (trustworthy Al). Autor omawia ramy regulacyjne, takie jak Al Act, rekomendacje WHO
i OECD, wskazujac ich ograniczenia w kontekscie praktyki klinicznej. Artykut prezentuje takze wy-
zwania prawne dotyczace odpowiedzialnosci za decyzje Al w medycynie, w tym problem , black-
box liability” i luki w istniejgcych regulacjach. Catos¢ uzupetnia propozycja kierunkéw rozwoju
etycznych ram projektowania Al, ktére integrujg wymogi prawne z wartosciami moralnymi, aby
wspierac zaréwno bezpieczenstwo, jak i podmiotowos¢ pacjenta.

Stowa kluczowe: sztuczna inteligencja w medycynie, godna zaufania sztuczna inteligencja,
etyka troski, pryncypializm.

Wspdtczesna medycyna stosuje szeroki wachlarz narzedzi opartych na
sztucznej inteligencji w celu wsparcia procesu diagnostycznego i terapeutycz-
nego. Systemy uczace sie potrafig analizowa¢ ogromne zbiory danych medycz-
nych, rozpoznawac subtelne wzorce w obrazach diagnostycznych, przewidywac
przebieg chordb oraz optymalizowac dobdr metod leczenia. Rozwdj tych tech-
nologii otwiera nowe mozliwosci w zakresie poprawy skutecznosci terapii, skré-
cenia czasu diagnozy oraz personalizacji opieki nad pacjentem. Jednoczesnie
jednak pojawia sie szereg pytan o aspekty etyczne zwigzane z ich wdrazaniem —
od kwestii odpowiedzialnosci za decyzje kliniczne podejmowane przez algo-
rytmy, poprzez ochrone prywatnosci danych medycznych, po zagadnienia réw-
nego dostepu do nowoczesnych rozwigzan. W artykule podjeta zostanie analiza
kluczowych wyzwan etycznych wynikajgcych z implementacji sztucznej inteli-
gencji w praktyce medycznej, ze szczegdlnym uwzglednieniem wartosci, ktére
powinny przyswieca¢ projektowaniu i stosowaniu tych systemow.
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Definicje sztucznej inteligencji

John McCarthy — uznany za twdrce pojecia ,sztuczna inteligencja” — w kla-
sycznej definicji z 1955 roku, zawartej w propozycji projektu badawczego Dart-
mouth Summer Research Project on Artificial Intelligence, okreslat Al jako ,,nauke
i inzynierie tworzenia inteligentnych maszyn, zwtaszcza programéw komputero-
wych” (McCarthy i in. 1955). McCarthy postrzegat Al jako dziedzine nauki, ktorej
celem jest konstruowanie maszyn zdolnych do wykonywania dziatan, ktére —
gdyby byly realizowane przez cztowieka — uznalibysmy za inteligentne. Jego uje-
cie miato zatem charakter poréwnawczy, odwotujac sie do ludzkich zdolnosci po-
znawczych i zachowan, ktére mozna odwzorowacd w systemach maszynowych.

Wspéiczesnie mozemy dostrzec zmiane perspektywy badawczej, w ramach
ktérej akcent zostaje przesuniety na funkcjonalnos¢ systeméw sztucznej inteli-
gencji, rezygnujac z odniesien do ludzkiego myslenia. Przyktadem ilustrujgcym
te zmiane jest definicja sztucznej inteligencji zaproponowana przez Kaplana i Ha-
enleina: ,Sztuczna inteligencja to zdolno$¢ systemu do prawidtowej interpretacji
danych zewnetrznych, uczenia sie na ich podstawie oraz wykorzystywania tej
wiedzy do osiggania konkretnych celéw i zadan poprzez elastyczne dostosowy-
wanie sie” (2019, s. 17). Definicja ta jest czesto przytaczana w literaturze, ponie-
waz ktadzie nacisk na proces uczenia sie i adaptacji, podkresla zdolnos¢ interpre-
tacji danych oraz dziatania w oparciu o zdobytg wiedze.

Problematyka definicji sztucznej inteligencji nadal stanowi wyzwanie nie
tylko dla naukowcow ale réwniez dla prawodawcéw. Proby podania legalnej de-
finicji sztucznej inteligencji pojawiaja sie obecnie na poziomie UE oraz w wielu
opracowaniach organizacji miedzynarodowych, m.in. OECD i UNESCO .

Przyjety w maju 2019 r. przez Rade OECD (Organisation for Economic Co-
operation and Development) dokument Recommendation of the Council on Ar-
tificial Intelligence stanowi pierwszy miedzyrzagdowy standard w dziedzinie Al,
zatwierdzony przez 42 panstwa, w tym wszystkie kraje UE oraz m.in. USA, Ka-
nade, Japonie i Australie. Ma on charakter miekkiego prawa (soft law) — zawiera
zbiér zasad i zalecen, ktére panstwa sygnatariusze zobowigzaty sie wdrazaé
w krajowych strategiach dotyczgcych sztucznej inteligencji. W dokumencie tym
Al zdefiniowano nastepujaco: ,, System sztucznej inteligencji to system oparty na
maszynie, ktéry dla wyraznie okreslonego zestawu celéw otrzymuje dane wej-
Sciowe, przetwarza je za pomocg algorytmdw i modeli, generujgc wyniki — takie
jak przewidywania, rekomendacje lub decyzje — ktore mogg wptywac na srodo-
wisko fizyczne lub wirtualne” (OECD 2019, s. 7).

Innym istotnym dokumentem jest Recommendation on the Ethics of Artifi-
cial Intelligence — pierwszy globalny standard etyczny dotyczacy Al, przyjety jed-
nogtosnie w listopadzie 2021 r. przez 193 panstwa cztonkowskie UNESCO. Réw-
niez ma on status miekkiego prawa. W rekomendacji tej Al zostata zdefiniowana
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W nastepujgcy sposdb: ,Systemy sztucznej inteligencji to systemy technolo-
giczne zdolne do przetwarzania danych w sposdb autonomiczny lub pétautono-
miczny, w celu generowania wynikéw, takich jak przewidywania, zalecenia lub
decyzje, ktére mogg wptywac na srodowisko fizyczne lub wirtualne” (UNESCO
2021). Definicja przyjeta przez UNESCO jest podobna strukturalnie do tej
z OECD, jednak dodaje element autonomii lub pétautonomii oraz osadza pojecie
Al w kontekscie wartosci etycznych i praw cztowieka.

Al Act — Rozporzqgdzenie (UE) 2024/1689 w sprawie sztucznej inteligencji
przyjety 13 czerwca 2024 r. i opublikowany w Dzienniku Urzedowym UE 12 lipca
2024 ., jest pierwszym na swiecie kompleksowym aktem prawnym regulujgcym
sztuczng inteligencje w oparciu o analize ryzyka. Ma charakter rozporzadzenia,
co oznacza, ze obowigzuje bezposrednio we wszystkich panstwach cztonkow-
skich UE, bez potrzeby implementacji do prawa krajowego. W akcie tym przyjeto
nastepujgca definicje Al: ,System sztucznej inteligencji oznacza system oparty
na maszynie, zaprojektowany do dziatania z réznym stopniem autonomii, ktory
moze, dla wyraznie okreslonych celéw, generowac wyniki, takie jak przewidy-
wania, zalecenia lub decyzje, wptywajgce na srodowisko, z ktérym wchodzi
w interakcje” (Parlament Europejski i Rada Unii Europejskiej 2024). Definicja ta
rozwija ujecie zaproponowane wczesniej przez OECD, wprowadzajgc element
réznego stopnia autonomii oraz dodajgc pojecie ,,Srodowiska interakcji”, co po-
zwala precyzyjniej okresli¢ zakres regulacji.

Analiza przedstawionych definicji sztucznej inteligencji wskazuje na ewolucje ro-
zumienia tego pojecia od jego wczesnych, naukowo-teoretycznych ujeé, po wspét-
czesne definicje osadzone w kontekscie prawnym i etycznym. Mimo rdznic szczego-
towych, wspdtczesne akty prawne i rekomendacje organizacji miedzynarodowych
coraz bardziej zblizajg sie do spdjnego, funkcjonalnego rozumienia sztucznej inteli-
gencji, co ma utatwi¢ opracowanie jednolitych zasad jej oceny i nadzoru.

Zastosowania Al w medycynie

W zatgczniku | do wspomnianego wyzej Al Act znajduje sie lista technik i po-
dejsc zaliczanych do gatezi sztucznej inteligencji. Dokument ten wskazuje, ze sys-
temy Al mogg wykorzystywac miedzy innymi: 1) metody oparte na logice i wie-
dzy (systemy ekspertowe, programowanie oparte na regufach), 2) metody sta-
tystyczne, optymalizacyjne i wyszukiwania oraz 3) uczenie maszynowe (w tym
deep learning) (Parlament Europejski i Rada Unii Europejskiej 2024).

a) Metody symboliczne — oparte na logice i wiedzy

Historycznie najstarszg gatezig sztucznej inteligencji stanowig metody
oparte na logice i wiedzy, ktdrych rozwdj w latach 50. XX wieku przebiegat pod
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silnym wptywem paradygmatu symbolicznego. Podejscie to opierato sie na zato-
zeniu, ze inteligencje mozna modelowaé poprzez operowanie na symbolach re-
prezentujacych elementy swiata i relacje miedzy nimi, zgodnie z regutami logiki
formalnej. W konsekwencji powstawaty systemy przetwarzajace jawnie zakodo-
wang wiedze, ktérych dziatanie mozna byto w catosci wyjasni¢ poprzez analize
ich struktur logicznych i algorytméw. Przyktadami tego typu Al s3: a) techniki
przetwarzania jezyka naturalnego (NLP) opartego na regutach, b) systemy
oparte na wiedzy, c) programy i komputery szachowe (m.in. stynny DeepBlue)
(Flasinski 2024, s. 328).

Jednym z wczesnych obszaréw badan nad Sl byta komputerowa analiza je-
zyka naturalnego. W latach 50. i 60. podejmowano pierwsze préoby automatycz-
nego ttumaczenia (m.in. eksperyment Georgetown-IBM z 1954 r., w ktérym
komputer przettumaczyt 60 zdan z rosyjskiego na angielski). Cho¢ wczesne sys-
temy NLP wykorzystywaty gtdwnie proste metody przetwarzania leksykalnego
i sktadniowego, stanowity fundament dla dalszych prac nad reprezentacjg se-
mantyki i pragmatyki jezyka. Rozwdj systemow symbolicznych w latach 60. i 70.
XX wieku obejmowat takze préby stworzenia interaktywnych programéw kon-
wersacyjnych (chatbotéw), ktére umozliwiaty komunikacje w jezyku natural-
nym. Ich dziatanie opierato sie na prostych regutach przetwarzania tekstu — do-
pasowywaniu wzorcow i podstawianiu przygotowanych wczesniej odpowiedzi
(Baek i in. 2025). Najbardziej znanym przyktadem byta ELIZA (Weizenbaum
1966), ktéra symulowata rozmowe z psychoterapeutg w stylu terapii skoncen-
trowanej na kliencie Carla Rogersa. Cho¢ jej mechanizm dziatania byt wytacznie
syntaktyczny — program nie rozumiat sensu wypowiedzi — ELIZA stata sie inspira-
cja dla dalszych badan nad konwersacyjnymi interfejsami w medycynie.

Pierwsze medyczne adaptacje chatbotow regutowych pojawity sie w latach
70. i 80., gtéwnie jako systemy wywiadu medycznego. Mogty one zadawa¢ pa-
cjentowi pytania o objawy w ustalonej kolejnosci, a nastepnie — na podstawie
z gory okreslonych regut — kierowaé uzytkownika do odpowiednich zalecen lub
sugerowac lekarzowi mozliwe rozpoznania. Systemy tego typu byty wykorzysty-
wane m.in. do wstepnej oceny ryzyka chordéb zakaznych, zbierania danych w ba-
daniach epidemiologicznych oraz w prostych programach edukacyjnych dla pa-
cjentéw. W poréwnaniu do wspdtczesnych modeli generatywnych, chatboty re-
gutowe byty ,sztywne” — kazdy mozliwy scenariusz dialogu musiat by¢ zaprogra-
mowany recznie. Ich przewagg byta natomiast przewidywalnos¢ i petna kontrola
odpowiedzi, co w kontekscie medycznym zmniejszato ryzyko wygenerowania
niebezpiecznych lub btednych informacji (Kaul i in. 2020).

Koncepcja systemoéw opartych na wiedzy (knowledge-based systems) wywo-
dzi sie z przekonania, ze skutecznos$¢ Sl zalezy od jakosci i kompletnosci bazy
wiedzy dziedzinowej oraz mechanizmu wnioskowania. Pierwsze tego typu sys-
temy, rozwijane pod koniec lat 50., wykorzystywaty reguty produkcji typu , je-
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zeli—to” (if-then), umozliwiajace generowanie wnioskéw na podstawie przesta-
nek. Cho¢ ich mozliwosci byty ograniczone, stanowity one prototypy pdzniej-
szych systeméw eksperckich, ktére w kolejnych dekadach znalazty zastosowanie
m.in. w medycynie.

Juz w latach 60. i 70. XX wieku rozpoczeto préby adaptacji metod przetwa-
rzania symbolicznego do potrzeb klinicznych. Jednym z pierwszych i najbardziej
znanych projektow byt system MYCIN (Uniwersytet Stanforda, poczatek lat 70.),
ktdry analizowat dane pacjenta (objawy, wyniki badan, masa ciata) i na tej pod-
stawie generowat liste prawdopodobnych patogendéw bakteryjnych oraz suge-
rowat schemat antybiotykoterapii. System ten dziatat na bazie okoto 600 regut
eksperckich, stosujac tzw. backward chaining (wnioskowanie wsteczne), i choé
nigdy nie zostat wdrozony w praktyce klinicznej ze wzgledu na ograniczenia
prawne, jego doktadnos¢ w doborze antybiotykéw doréwnywata specjalistom
choréb zakaznych. Innym pionierskim przyktadem byt CASNET (Causal-Associa-
tional Network) opracowany na Rutgers University w latach 70., wykorzysty-
wany w diagnostyce i leczeniu jaskry. CASNET opieraf sie na modelu sieci, w kto-
rej reprezentowano relacje miedzy objawami, zmianami patologicznymi i poste-
pem choroby, umozliwiajac lekarzowi zaréwno ocene stanu pacjenta, jak i pla-
nowanie terapii. Rdwnolegle rozwijano systemy takie jak INTERNIST-1 (Uniwer-
sytet w Pittsburghu), ktére posiadaty znacznie szerszg baze wiedzy, obejmujaca
kilkaset choréb wewnetrznych, i stuzyty wspomaganiu lekarzy podstawowej
opieki zdrowotnej w procesie diagnostycznym (Kaul i in. 2020).

Te wczesne systemy symboliczne w medycynie miaty jednak istotne ograni-
czenia: wymagaty zmudnego tworzenia i aktualizowania baz wiedzy przez eks-
pertéw, byty mato elastyczne w przypadku nowych choréb lub nietypowych ob-
jawow, a ich skutecznos$¢ zalezata od kompletnosci wprowadzonych regut. Mimo
to odegraty kluczowa role w uksztattowaniu podstaw sztucznej inteligencji
w medycynie oraz zainspirowaty rozwdj pdzniejszych systemdéw eksperckich
i metod opartych na uczeniu maszynowym.

b) Metody heurystyczne — optymalizacyjne i wyszukiwania

W sztucznej inteligencji metody heurystyczne to podejscia, ktére wykorzy-
stujg uproszczone reguty, strategie lub funkcje oceny w celu szybszego znalezie-
nia dobrego rozwigzania problemu, bez gwarancji jego globalnej optymalnosci.
S3 one szczegdlnie przydatne w zadaniach, gdzie przestrzen mozliwych rozwia-
zan jest bardzo duza, a metody doktadne bytyby zbyt czasochtonne lub oblicze-
niowo kosztowne. Heurystyki przyjmujg rézne formy, w zaleznosci od rodzaju
zadania. W algorytmach wyszukiwania mogg stanowi¢ funkcje szacujaca ,odle-
gtosc¢” od celu, jak w klasycznym algorytmie A*, co pozwala ukierunkowac pro-
ces poszukiwania najbardziej optymalnych rozwigzan (Hart i in. 1968). W syste-
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mach opartych na rozpoznawaniu podobienistwa, takich jak case-based reason-
ing (CBR) czy content-based image retrieval (CBIR), heurystyka wystepuje w po-
staci miar podobienstwa, ktére okreslajg, jak bardzo dany przypadek lub obraz
przypomina przypadki juz znane (Mduller i in. 2004). W obszarze optymalizacji
szczegblng role odgrywajg tzw. metaheurystyki — ogdlne strategie przeszukiwa-
nia przestrzeni rozwigzan inspirowane procesami naturalnymi lub spotecznymi,
takimi jak algorytmy genetyczne, symulowane wyzarzanie, optymalizacja rojowa
czy algorytmy mréwkowe (Eiben, Smith, 2015). Istniejg rdwniez heurystyki do-
menowe, opracowane na podstawie wiedzy ekspertéw z danej dziedziny, ktére
pozwalajg zawezi¢ obszar poszukiwan do rozwigzan najbardziej prawdopodob-
nych (Shortliffe, Cimino 2013).

W praktyce klinicznej metody heurystyczne znajdujg szerokie zastosowanie.
W planowaniu radioterapii mogg postuzyé do automatycznego wyznaczania roz-
ktadu dawki, zapewniajgcego maksymalng skutecznos¢ leczenia przy ochronie
tkanek zdrowych (Mohan i in. 2000). W kardiologii mogg wspiera¢ dobor para-
metréw programowania urzadzenn implantowalnych, takich jak stymulatory
serca, w celu poprawy bezpieczenstwa i efektywnosci terapii (Wilkoff i in. 2015),
a w chirurgii robotycznej planowanie trajektorii narzedzi, skracajac czas operacji
i zmniejszajgc ryzyko powiktan (Taylor, Menciassi 2016; Misra, Reed, Okamura
2010). W diagnostyce obrazowe] heurystyki moga kierowaé wyszukiwaniem po-
dobnych przypadkéw w duzych bazach danych obrazéw medycznych, co wspo-
maga proces diagnostyczny, zwtaszcza w rzadkich lub nietypowych przypadkach
(Begum i in. 2011). Tego typu rozwigzania stosowane sg réwniez w zarzadzaniu
ochrong zdrowia — od harmonogramowania blokéw operacyjnych (Cardoen,
Demeulemeester, Belién 2010; Ernst i in. 2004), przez planowanie tras karetek
(Brotcorne, Laporte, Semet 2003; Aringhieriiin. 2017), po zarzadzanie zapasami
lekéw (De Vries, Huijsma 2011; Kelle, Woosley, Schneider 2012). Dzieki swojej
elastycznosci i zdolnosci do dziatania w ograniczonym czasie metody heury-
styczne stanowig istotny komponent systemdéw Al w medycynie, czesto wspot-
pracujgc z metodami uczenia maszynowego w hybrydowych rozwigzaniach
wspomagajacych decyzje kliniczne (Deo 2015).

c) Ptytkie uczenie maszynowe — metody statystyczne i estymacje
baysowskie

Pojecie uczenia maszynowego (machine learning, ML) odnosi sie do klasy
metod obliczeniowych, w ktérych systemy nabywajg zdolnos¢ wykonywania za-
dan poprzez identyfikowanie wzorcow w danych empirycznych, a nie poprzez
odgdrne programowanie regut (Mitchell 1997; Bishop 2006). W ujeciu funkcjo-
nalnym oznacza to, ze model , uczy sie” odwzorowania pomiedzy przestrzenia
wejs¢ a przestrzenig wyjs¢ na podstawie przyktadéw uczacych, a nastepnie wy-
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korzystuje to odwzorowanie do przewidywania, klasyfikacji bgdz rekomendowa-
nia w nowych, wczesniej nieobserwowanych przypadkach. Kluczowa cechg ML
jest zatem zdolno$¢ do generalizacji — przenoszenia wiedzy nabytej na zbiorze
treningowym na populacje przypadkdéw spoza tego zbioru (Goodfellow, Bengio,
Courville 2016).

W obrebie ML wyrdznia sie m.in. nurt okreslany jako ,,uczenie ptytkie” (shal-
low ML). Obejmuje ono klasyczne algorytmy statystyczno—obliczeniowe, takie
jak regresja logistyczna, maszyny wektoréw nosnych (SVM), drzewa decyzyjne
i ich kompozycje (np. las losowy), metody oparte na najblizszym sagsiedztwie
(k-NN) czy klasyfikatory bayesowskie (Hastie, Tibshirani, Friedman 2009). Mo-
dele te dziatajg zwykle w oparciu o niewielkg liczbe warstw przetwarzania i wy-
magajg uprzedniego zaprojektowania reprezentacji danych przez cztowieka
(tzw. inzynierie cech) (Domingos 2012). Dopiero na tak przygotowanej reprezen-
tacji algorytm uczy sie rozréznia¢ klasy lub przewidywac ryzyko. Do zalet tego
podejscia nalezy umiarkowane zapotrzebowanie na dane i moc obliczeniowa
oraz stosunkowo wysoka przejrzystos¢ — tatwiej jest przesledzi¢, ktdre cechy
wptynety na decyzje modelu (Murphy 2012). Ograniczeniem jest natomiast trud-
nos¢ w uchwyceniu wszystkich istotnych wzorcéw w przypadku bardzo ztozo-
nych, ,surowych” danych, takich jak obrazy medyczne wysokiej rozdzielczosci
czy dtugie nagrania sygnatow.

Metody statystyczne ptytkiego ML od lat stanowig fundament analizy da-
nych klinicznych. Regresja logistyczna lezy u podstaw kalkulatoréow ryzyka, ta-
kich jak model Framingham, szacujgcy 10-letnie ryzyko choroby wiencowej na
podstawie wieku, ptci, ciSnienia i poziomu cholesterolu (D’Agostino i in. 2008).
W chorobach przewlektych regresja liniowa pozwala modelowaé tempo zmian
parametréw, np. spadku eGFR w przewlektej chorobie nerek, co utatwia plano-
wanie dializoterapii (Grams i in. 2022). Podejscia bayesowskie, jak system
DXplain, generuja liste mozliwych rozpoznan z przypisanymi prawdopodobien-
stwami, wspierajgc diagnostyke chordb rzadkich (Barnettiin. 1987). W onkologii
bayesowska analiza przezycia umozliwia wczeséniejsze i bardziej ostrozne wnio-
skowanie o skutecznosci terapii, uwzgledniajgc cenzorowanie danych (Biard i in.
2021). Integracje danych z réznych zrédet, np. MRI i biomarkeréw, wspiera ana-
liza dyskryminacyjna (LDA), klasyfikujgca pacjentéw i identyfikujgca cechy o naj-
wiekszym znaczeniu réznicujgcym (Lopeziin. 2011).

Wspdlng cechg metod wymienionych w punktach a), b) i c) jest praca na ce-
chach przygotowanych przez cztowieka (np. parametrach EKG, prostych miarach
morfologii zmiany), co sprzyja przejrzystosci: tatwo ustalié, ktdre informacje za-
decydowaty o wyniku i jak duza jest niepewnos$¢ prognozy. Dzieki temu klinicysta
nie obcuje z ,czarng skrzynkg”, lecz z narzedziem, ktérego rozumowanie mozna
audytowacd i komunikowac¢ pacjentowi. Granice miedzy tymi rodzinami metod
bywaja jednak ptynne. Przyktadowo, gdy parametry optymalizacyjne sg dosto-
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sowywane automatycznie na podstawie oznaczonych przyktadéw (jak w k-NN,
SVM czy LDA operujacych na przygotowanych zestawach cech), wéwczas me-
toda heurystyczna staje sie jednoczes$nie formg ptytkiego uczenia maszynowego.
Odwrotnie — modele uczgce sie mozna wigcza¢ w procesy optymalizacyjne,
aby generowaty rozwigzania spetniajgce okreslone wymagania kliniczne, na
przyktad zapewniaty najlepszy kompromis miedzy skutecznoscig a bezpieczen-
stwem terapii.

Z perspektywy regulacyjnej Al Act (Rozporzadzenie UE 2024/1689) przyj-
muje definicje funkcjonalng systemu sztucznej inteligencji: jest to system ma-
szynowy, ktéry — dla jawnych lub niejawnych celéw — dokonuje wnioskowania
na podstawie danych wejsciowych. Tak sformutowana definicja obejmuje szero-
kie spektrum technologii, poniewaz klasyfikacja danego rozwigzania jako Al nie
zalezy od rodzaju zastosowanego algorytmu, lecz od petnionej funkcji — a wiec
od tego, czy generuje on decyzje, rekomendacje lub tresci intelektualne wpty-
wajgce na srodowisko fizyczne lub wirtualne. W praktyce oznacza to, ze pod re-
gulacje Al Act mogg podlegac zaréwno systemy oparte na uczeniu maszynowym
(ML), jak i podejscia czysto statystyczne, estymacje bayesowskie czy metody wy-
szukiwania i optymalizacji (wskazane w zatacznikach do wniosku z 2021 r.), o ile
realizujg funkcje inferencyjna.

W obszarze ochrony zdrowia ostateczna klasyfikacja ryzyka systemu Al jest
czesto powigzana z przepisami dotyczagcymi wyrobdéw medycznych (MDR/IVDR).
Zgodnie z Al Act, jezeli system jest wyrobem medycznym lub wspiera podejmo-
wanie decyzji klinicznych, automatycznie zostaje zakwalifikowany jako , high-
risk” (art. 6), co wigze sie z koniecznoscig spetnienia szeregu wymogow, m.in.
prowadzenia szczegdétowej dokumentacji, oceny ryzyka oraz zapewnienia
udziatu cztowieka w procesie decyzyjnym (human-in-the-loop). Takie podejscie
znaczgco poszerza zakres regulacji, obejmujac nimi nie tylko zaawansowane mo-
dele ML, lecz takze relatywnie proste narzedzia oparte na optymalizacji dawki
czy wyszukiwaniu podobnych przypadkdw.

d) Gitebokie uczenie maszynowe

Uczenie gtebokie (deep learning, DL) to poddziedzina uczenia maszynowego,
ktdra wykorzystuje wielowarstwowe modele obliczeniowe do automatycznego
wydobywania i przeksztatcania cech z danych wejsciowych w celu realizacji za-
dan takich jak klasyfikacja, regresja, detekcja obiektdw czy generowanie tresci.
Gtebokie modele charakteryzujg sie hierarchiczng strukturg przetwarzania,
w ktérej kolejne warstwy uczg sie coraz bardziej ztozonych i abstrakcyjnych re-
prezentacji danych. Kluczowg cechg tego podejscia jest zdolnos¢ modelu do sa-
modzielnej ekstrakcji cech (feature extraction) bez koniecznosci recznego pro-
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jektowania ich przez cztowieka — w przeciwienistwie do wielu klasycznych me-
tod uczenia maszynowego (LeCun, Bengio, Hinton 2015).

Podstawowym typem modeli stosowanych w uczeniu gtebokim sg sztuczne
sieci neuronowe (artificial neural networks, ANN), inspirowane strukturg i zasa-
dami dziatania ludzkiego mdzgu. Ich historia siega lat 40. XX wieku, kiedy McCul-
loch i Pitts (1943) zaproponowali pierwszy formalny model neuronu. Na prze-
strzeni dekad rozwdj ANN doprowadzit do powstania wspoétczesnych, wysoce
ztozonych sieci gtebokich, stanowigcych fundament dla wyspecjalizowanych ar-
chitektur, takich jak konwolucyjne sieci neuronowe (convolutional neural net-
works, CNN), rekurencyjne sieci neuronowe (recurrent neural networks, RNN)
czy sieci transformatorowe (transformers). Jednak DL nie musi by¢ ograniczone
do architektur neuronowych (Schmidhuber 2015).

Konwolucyjne sieci neuronowe stanowig wyspecjalizowany typ gtebokich
sieci neuronowych, ktéry szybko zyskat status standardu w analizie obrazéw. Ich
architektura projektowana jest tak, by automatycznie wydobywaé cechy z obra-
z6w, zachowujac jednoczesnie strukture przestrzenng danych (LeCun, Bengio,
Hinton 2015). W medycynie CNN odgrywajg kluczowg role w diagnostyce obra-
zowej — od MRI, CT, RTG, USG po PET. Dzieki wyzej omawianym wtasciwosciom
sieci te osiggajg czesto doktadnos¢ poréwnywalng z ludzkimi specjalistami lub jg
przewyzszajg. Na przyktad model opracowany przez McKinney i in. (2020) do
analizy mammografii przewyzszyt radiologéw w wykrywaniu raka piersi, reduku-
jac fatszywe alarmy o okoto 5,7%. Podobnie, system Google Health do rozpozna-
wania retinopatii cukrzycowej osiggnat wartosé¢ AUC powyzej 0,99, co swiadczy
o niezwykle wysokiej precyzji diagnostycznej (Gulshan i in. 2016). Z kolei w dia-
gnostyce raka ptuc system DeeplLung osiggnat wydajnos¢ diagnostyczng poréow-
nywalng z doswiadczonymi radiologami (Zhu i in. 2018).W radioterapii CNN sg
wykorzystywane do automatycznej segmentacji narzgdow krytycznych, co zna-
czaco usprawnia planowanie leczenia (Isensee i in. 2021). W neurologii CNN
wspierajg analize obrazéw mdzgu, m.in. w chorobie Alzheimera, a takze, gdzie
dokonujg segmentacji guzow moézgu (Korolev i in. 2017).

Rekurencyjne sieci neuronowe (RNN) to szczegdlny rodzaj sztucznych sieci
neuronowych zaprojektowany z myslg o przetwarzaniu danych sekwencyjnych,
w ktérych kolejnosé elementédw ma istotne znaczenie. W przeciwienstwie do
klasycznych sieci neuronowych, ktére traktujg kazde wejscie niezaleznie, RNN
posiadajg mechanizm petli zwrotnych umozliwiajacy przekazywanie stanu ukry-
tego z poprzednich krokéw czasowych do biezgcego. Dzieki temu mogg mode-
lowac zaleznosci czasowe oraz kontekstowe, co jest szczegdlnie istotne w anali-
zie sygnatow fizjologicznych, mowy czy dokumentacji medycznej (Lipton, Berko-
witz, Elkan 2016; Sherstinsky 2020). RNN znalazty szerokie zastosowanie w ana-
lizie sygnatéw EKG, gdzie umozliwiajg zarowno wykrywanie arytmii, jak i przewi-
dywanie incydentéw sercowych. Przyktadem jest praca Hannuna i in. (2019),
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w ktérej model LSTM osiggnat doktadnos¢ w klasyfikacji 14 typow arytmii prze-
wyzszajgcg kardiologdw. Réwnie czesto RRN stosowane jest w analizie EEG,
m.in. do detekcji napadéw padaczkowych oraz monitorowania gtebokosci znie-
czulenia w czasie rzeczywistym (Mirowski i in. 2009). W obszarze przetwarzania
jezyka naturalnego (NLP) w medycynie, RNN umozliwiajg automatyczng ekstrak-
cje informacji z elektronicznej dokumentacji medycznej, identyfikacje diagnoz
czy Sledzenie przebiegu leczenia pacjenta (Rajkomar iin. 2018).

Architektura Transformer to przetomowy typ sieci neuronowych zaprezen-
towany przez Vaswaniego i wspotautorow w pracy Attention Is All You Need
(2017), ktéry zrewolucjonizowat przetwarzanie sekwencji danych. W odréznie-
niu od rekurencyjnych sieci neuronowych (RNN), ktére przetwarzajg dane krok
po kroku, transformatory wykorzystujg mechanizm uwagi, umozliwiajacy row-
noczesne uwzglednianie relacji miedzy wszystkimi elementami sekwenc;ji (Va-
swaniiin. 2017; Khaniin. 2022). W medycynie transformatory odgrywaja coraz
wiekszg role, zwtaszcza w analizie tekstéw klinicznych i integracji danych z réz-
nych zrédet. Modele takie jak BioBERT (Lee i in. 2020) i ClinicalBERT (Alsentzer
iin. 2019) zostaty dostosowane do przetwarzania jezyka biomedycznego, umoz-
liwiajgc automatyczng ekstrakcje informacji z elektronicznej dokumentacji me-
dycznej (EHR), prognozowanie ryzyka powiktan, identyfikacje diagnoz czy ocene
stanu pacjenta na podstawie opiséw klinicznych. W jednostkach intensywnej te-
rapii modele te wspierajg systemy wspomagania decyzji klinicznych, przewidu-
jac m.in. ryzyko sepsy czy smiertelnosci pacjentow (Huangiin. 2022). Znaczacym
obszarem rozwoju jest generowanie i analiza raportéw medycznych. Transfor-
matory potrafig automatycznie tworzy¢ opisy badan obrazowych, np. radiogra-
mow klatki piersiowej (Boecking i in. 2022), a takze streszcza¢ historie choroby
w formie uzytecznej dla konsylium lekarskiego. W zastosowaniach multimodal-
nych tgczg dane tekstowe z obrazowymi i sygnatowymi — przyktadem sg modele
BioViL i MedViT, ktore integrujg opis radiologiczny z obrazem MRI lub RTG
w celu lepszej detekcji nieprawidtowosci. Ponadto transformatory stosowane sg
w analizie danych genomowych i proteomicznych, gdzie mechanizm uwagi po-
zwala na wykrywanie istotnych wzorcéw w sekwencjach biologicznych, a takze
w modelach przewidujgcych odpowiedz pacjenta na leczenie (Jiiin. 2021).

Dzieki zdolnosci do pracy z duzymi, ztozonymi i réznorodnymi zbiorami da-
nych, transformatory — w formie duzych modeli multimodalnych— stanowig
obecnie jeden z najwazniejszych kierunkéw rozwoju sztucznej inteligencji w me-
dycynie. Z tego tez powodu, w styczniu 2024 roku Swiatowa Organizacja Zdrowia
(World Health Organization, WHO) opublikowata kompleksowe wytyczne doty-
czace etyki i zarzagdzania LMM w sektorze zdrowia. Dokument ten zawiera ponad
czterdziesci szczegétowych rekomendacji skierowanych do rzaddéw, twdrcow
technologii oraz dostawcéw ustug medycznych, ktérych celem jest zapewnienie
odpowiedzialnego, bezpiecznego i etycznego wdrazania LMM w praktyce kli-
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nicznej i badaniach (WHO 2024). WHO podkresla, ze LMM mogg znalez¢ zasto-
sowanie w wielu krytycznych obszarach ochrony zdrowia, takich jak diagnostyka
i opieka kliniczna, aplikacje wspierajgce pacjentéw, zadania administracyjne,
edukacja medyczna, prowadzenie badan naukowych czy rozwdj lekéw. Jedno-
cze$nie wskazuje na powazne ryzyka zwigzane z ich stosowaniem: mozliwosc ge-
nerowania btednych lub stronniczych tresci, zagrozenia dla prywatnosci i bez-
pieczenstwa danych, a takze potencjalny wptyw na jakosc relacji lekarz—pacjent
oraz na umiejetnosci kliniczne personelu (Gardhouse 2024).

W Al Act (Regulacja UE 2024/1689) nie wspomina sie wprost o LLM, ale ich
status regulacyjny wynika z ogélnej definicji systemu Al oraz rezimu opartego na
ocenie ryzyka. Al Act wyrdznia osobng kategorie dla ,,general-purpose Al” (ogdl-
nego zastosowania), dla ktérej obowigzujg specjalne wymogi dotyczgce trans-
parentnosci i ewaluacji. LMM, ze wzgledu na wszechstronno$é, najprawdopo-
dobniej wpisujg sie w te kategorie (Gstrein 2024). Jesli LMM sg wykorzystywane
do zadan wptywajgcych na zdrowie i bezpieczenstwo pacjentéw (np. wspoma-
ganie diagnostyki klinicznej), klasyfikowane sg dodatkowo jako high-risk Al.
Oznacza to, ze podlegajg surowym obowigzkom dotyczacym bezpieczenstwa,
przejrzystosci, dokumentacji, nadzoru cztowieka i oceny ryzyka. Warto jednak
podkresli¢, ze otwarty charakter definicji oraz brak doprecyzowania statusu
LMM rodzi wyzwania praktyczne. Przyktadowo, w 2024 roku Meta zrezygnowata
z publicznego udostepnienia swojej multimodalnej wersji modelu LLaMA w Unii
Europejskiej, wskazujgc na niepewnosé regulacyjng w kontekscie Al Act oraz wy-
mogdéw RODO (Weatherbed 2024).

Godna zaufania sztuczna inteligencja — czyli jaka?

Pojecie ,,godnej zaufania sztucznej inteligencji” (trustworthy Al) zostato wy-
pracowano na gruncie dokumentéw i inicjatyw miedzynarodowych — zaréwno
na poziomie Unii Europejskiej, jak i polityk krajowych, oraz standardéw branzo-
wych. Cho¢ szczegdtowe definicje réznig sie w zaleznosci od Zrédta, wspdlny jest
ich normatywno-proceduralny charakter — chodzi o zestaw wymogow prawnych
i technicznych, ktérych spetnienie ma zagwarantowac, ze system Al bedzie dzia-
tat w sposdb bezpieczny, zgodny z prawem i wartosciami spotecznymi.

W wytycznych Ethics Guidelines for Trustworthy Al (HLEG 2019), opracowa-
nych dla Komisji Europejskiej, wskazano trzy filary godnej zaufania Al:

— Zgodnosc¢ z prawem — przestrzeganie obowigzujacych regulacji.

— Etycznosc — dziatanie w zgodzie z zasadami etycznymi i wartosciami spotecz-
nymi.

— Solidnos¢ techniczna — bezpieczenstwo, niezawodnos¢, odpornosé na btedy

i ataki.
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Te filary rozwinieto w siedmiu wymiarach oceny, obejmujgcych m.in. nadzér
cztowieka (human-in-the-loop), ochrone prywatnosci i danych, przejrzystosé
i wyjasnialno$¢ algorytmodw, brak dyskryminacji, pozytywny wptyw spoteczny
i sSrodowiskowy oraz jasne przypisanie odpowiedzialnosci. Narzedzie ALTAI (As-
sessment List for Trustworthy Al) przektada te zasady na pytania kontrolne, po-
zwalajgc oceni¢ w praktyce, czy system spetnia wymogi nadzoru, odpornosci,
przejrzystosci, rozliczalnosci i poszanowania praw cztowieka. W Ramowej Kon-
wencji Rady Europy o Al, prawach cztowieka, demokracji i rzqgdach prawa (2024)
akcentuje sie konieczno$é zapewnienia zgodnosci z prawami cztowieka, zasady
proporcjonalnosci, przejrzystosci w sektorach wrazliwych, oceny wptywu przed
wdrozeniem oraz mozliwosci kwestionowania decyzji Al.

W polskich dokumentach strategicznych — Polityce dla rozwoju Al oraz pro-
jekcie Polityki Al 2025-2030 — zaadaptowano unijne zatozenia, podkreslajgc
m.in., ze odpowiedzialno$¢ za dziatanie systeméw Al zawsze ponosi cztowiek lub
instytucja, a nie sam ,system”, oraz ze kluczowym elementem budowania zau-
fania jest przeprowadzanie certyfikacji.

Synteza tych zrédet pozwala wyrdzni¢ osiem kluczowych cech ,,godnej za-
ufania” Al:

Zgodnosc¢ z prawem i prawami cztowieka.

Etycznos¢ i brak dyskryminacji.

Przejrzystosc i wyjasnialnosc algorytmow i decyzji.

Solidnos¢ techniczna i bezpieczenstwo, w tym cyberbezpieczenstwo.
Ochrona prywatnosci i wtasciwe zarzadzanie danymi.

Nadzdr cztowieka i mozliwosc¢ ingerencji w decyzje Al.

Odpowiedzialno$¢ i rozliczalnos¢ twdrcow, dostawcow i uzytkownikow.
State monitorowanie skutecznosci i ryzyka po wdrozeniu.

W kontekscie medycznym pojecie godnej zaufania sztucznej inteligencji
w tych dokumentach ma dodatkowe, bardziej rygorystyczne znaczenie, bo do-
tyczy systemow wysokiego ryzyka wptywajacych na zdrowie i zycie ludzi. Zgod-
nie z wytycznymi Ethics Guidelines for Trustworthy Al (HELG 2019), kluczowym
wymogiem jest zapewnienie bezpieczenstwa pacjenta poprzez minimalizacje ry-
zyka btednej diagnozy lub terapii. Konieczne jest prowadzenie walidacji klinicz-
nej algorytmdw na reprezentatywnych zbiorach danych, uwzgledniajgcych zréz-
nicowanie populacji pacjentéw pod wzgledem wieku, ptci oraz choréb wspofist-
niejgcych. Szczegdlny nacisk ktadzie sie na wyjasnialnos¢ (explainability) syste-
mow, czyli dostarczanie diagnoz lub rekomendacji w formie zrozumiatej za-
rowno dla lekarza, jak i pacjenta. Istotng zasadg jest takze human-in-the-loop,
czyli obowigzek nadzoru i weryfikacji decyzji Al przez personel medyczny, oraz
zapewnienie ochrony danych zdrowotnych zgodnie z wymogami RODO.

Narzedzie samooceny ALTAI przektada te zasady na pytania kontrolne, obej-
mujgce m.in. kwestie nadzoru klinicznego, walidacji miedzyinstytucjonalnej, do-

PNV R WNRE
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kumentowania procesu uczenia algorytmu i jego modyfikacji, a takze wdrazania
systemow zgtaszania incydentéw zwigzanych z uzyciem Al. Podobny kierunek
wyznacza Ramowa Konwencja Rady Europy o sztucznej inteligencji, prawach
cztowieka, demokracji i rzgdach prawa (2024), ktéra naktada obowigzek oceny
wptywu na prawa cztowieka i zdrowie przed wdrozeniem systemu, wymaga pro-
porcjonalnosci zastosowania Al wzgledem celu klinicznego, gwarantuje pacjen-
towi prawo do informacji o wykorzystaniu Al w procesie diagnostycznym oraz
mozliwo$é zakwestionowania jej decyzji i uzyskania drugiej opinii.

W polskich dokumentach strategicznych (Polityka dla rozwoju Al, projekt Po-
lityki Al 2025-2030) podkresla sie, ze sztuczna inteligencja w medycynie po-
winna wspierac prace lekarza, a nie go zastepowaé, oraz ze niezbednym elemen-
tem budowania zaufania jest certyfikacja kliniczna zgodna z MDR/IVDR. Waznym
priorytetem jest eliminacja dyskryminacji w algorytmach oraz zapewnienie inte-
roperacyjnosci z krajowymi systemami elektronicznej dokumentacji medyczne;j.
Z kolei Biata Ksiega Al w praktyce klinicznej (2022) akcentuje koniecznos$¢
oceny klinicznej wiarygodnosci systemdéw w badaniach prospektywnych, za-
pewnienia odtwarzalnosci wynikow (traceability), unikania opdznien w podej-
mowaniu decyzji ratujgcych zycie oraz szkolenia uzytkownikéw w zakresie
dziatania i ograniczen Al.

Normy ISO i CEN, w tym ISO/IEC 42001 oraz ISO 14971, precyzujg wymagania
operacyjne dotyczgce analizy ryzyka klinicznego, wdrazania procedur ciggtego
monitorowania skutecznosci i bezpieczenstwa systemow po ich implementacji,
prowadzenia dokumentacji umozliwiajgcej audyt oraz stosowania mechani-
zmow awaryjnych, takich jak manualne przejecie kontroli nad decyzjg Al.

W syntetycznym ujeciu godna zaufania sztuczna inteligencja w medycynie
powinna charakteryzowac sie nastepujgcymi cechami:

Bezpieczenstwo pacjenta i minimalizacja ryzyka klinicznego.

Walidacja kliniczna na reprezentatywnych i wysokiej jakosci danych.
Transparentnos¢ dla lekarza i pacjenta (wyjasnialnos¢, oznaczenie uzycia Al).
Ochrona prywatnosci zgodnie z RODO (szczegdlna kategoria danych).
Nadzdr lekarza i prawo pacjenta do drugiej opinii.

Brak dyskryminacji i rownos¢ dostepu.

Sledzenie i audytowalno$é proceséw decyzyjnych Al.

State monitorowanie skutecznosci po wdrozeniu w praktyce kliniczne;j.

NV AWM

Obszary problemowe

Bazujgc na analizie obowigzujgcych dokumentéw regulacyjnych i strategicz-
nych dotyczacych sztucznej inteligencji w ochronie zdrowia, mozna wyrdznic
kilka kluczowych obszaréw problemowych, ktére wymagajg dalszego doprecy-
zowania oraz zmian legislacyjnych:
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1. LUKA W OPERACJONALIZACJI KLUCZOWYCH POJEC

Chociaz takie dokumenty jak Ethics Guidelines for Trustworthy Al (HLEG
2019), ALTAI czy Al Act odwotujg sie do wartosci takich jak ,,przejrzystos¢”, ,wy-
jasnialnos¢” czy ,,odpowiedzialnos¢”, brakuje im precyzyjnych, mierzalnych de-
finicji tych termindw. Przejrzystos¢ nie zostata jednoznacznie okreslona — pozo-
staje niejasne, czy odnosi sie jedynie do dostepu do dokumentacji technicznej,
czy tez zawiera aspekt zrozumiatosci dziatania systemu przez lekarza lub pa-
cjenta. W kontekscie wyjasnialnosci (explainability), brak rozréznienia w odnie-
sieniu do konkretnego zastosowania (np. réznice miedzy systemami decyzyj-
nymi dla lekarzy a systemami administracyjnymi) utrudnia ustalenie odpowied-
niego poziomu wyjasnienia. Odpowiedzialnos$¢ prawna pozostaje pojeciem ogdl-
nym — bez wskazania konkretnych mechanizmoéw prawnych egzekwowania
w razie btedu Al. W rezultacie brak precyzyjnych wskaznikéw i metod oceny sta-
nowi powazng bariere dla organéw regulacyjnych i audytorow w egzekwowaniu
wymogow (Markus, Kors, Rijnbeek, 2020; Cheong 2024).

2. LUKA W WALIDACJI KLINICZNEJ SYSTEMOW Al

Chociaz walidacja kliniczna jest czesto wskazywana jako warunek dopuszcze-
nia systemu do uzycia, brak jednoznacznych, obowigzkowych protokotéw badan
stanowi istotne wyzwanie. Brakuje standaryzacji metodyki testéw klinicznych —
szczeg6towych wymogow co do liczebnosci préby pacjentéw, zréznicowania de-
mograficznego czy zakresu osrodkéw. Wiele systemodw jest dopuszczanych wy-
tacznie na podstawie badan retrospektywnych lub danych z pojedynczych klinik,
co zwieksza ryzyko overfittingu i ograniczonej generalizacji wynikéw. Ponadto,
brak wymogu badan typu real-world evidence uniemozliwia petng ocene dziata-
nia Al w rzeczywistych warunkach klinicznych. Brakuje takze kryteriéw wymaga-
jacych miedzynarodowej poréwnywalnosci wynikéw walidacji — co ogranicza
transgraniczng uznawalnos¢ certyfikacji (Morley i in. 2021; Pennestri 2025).

3. LUKA W MONITOROWANIU PO WDROZENIU (POST-MARKET SURVEILLANCE)

Dokumenty UE, takie jak Al Act oraz MDR/IVDR, a takze wytyczne WHO,
wskazujg na potrzebe monitorowania dziatania Al po wdrozeniu, jednak formu-
tujg to w sposdb ogdlny (European Medical Device Coordination Group 2025;
WHO 2024). Brakuje ustalonych minimalnych czestotliwosci audytow oraz pre-
cyzyjnych metod monitorowania skutecznosci i bezpieczenstwa. Producenci za-
chowujg znaczng swobode w doborze procedur nadzoru (MDCG, 2025). Po-
nadto, nie ma wymogu raportowania zdarzen near-misses, czyli sytuacji poten-
cjalnie prowadzacych do btedu, ktére zostaty wychwycone i skorygowane —
cho¢ stanowityby one wartosciowy materiat do doskonalenia systemu (Babic et
al. 2025). Réwnie ptytko rozwiniety pozostaje mechanizm publicznego informo-
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wania o problemach Al po wdrozeniu — dostep pacjentow i Srodowiska medycz-
nego do raportdw o incydentach jest ograniczony (Muralidharan, 2024). Brakuje
takze centralnego rejestru incydentéw zwigzanych z Al w medycynie — analo-
gicznego do systemdw funkcjonujgcych w lotnictwie czy farmakologii (Babic i in.
2025; Dolin i in. 2025).

4. LUKA W ODPOWIEDZIALNOSCI PRAWNE/

W obecnym stanie prawnym brakuje jednoznacznych zasad rozdzielania od-
powiedzialno$ci pomiedzy producenta, dostawce, wdrazajgcego i uzytkownika
Al w przypadku szkody pacjenta. Szczegdlnie problematyczna jest kwestia tzw.
black-box liability, czyli sytuacji, gdy algorytm podejmuje decyzje w sposob nie-
transpatentny, a szkoda wynika z btedu systemu. Tradycyjne ramy odpowie-
dzialnosci, oparte na koncepcjach wady produktu czy zaniedbania, sg niewystar-
czajagce w obliczu ztozonych i autonomicznych mechanizméw decyzyjnych Al
(Duffourc 2023; Ebers 2022). Problemy z tym zwigzane bedg sie pogtebiac¢ wraz
z wzrastajgcg autonomiag systemoéw typu LMM. EU Al Act i projekt Dyrektywy
o odpowiedzialnosci za sztuczng inteligencje (AILD/PLD) wskazujg kierunek
zmian, m.in. przez uwzglednienie oprogramowania jako produktu i tagodzenie
regut dowodowych, lecz w sektorze zdrowia wcigz brakuje konkretnych, prak-
tycznych wytycznych (Rada Unii Europejskiej 2022a, 2022b).

5. LUKA W INTEROPERACYJNOSCI | STANDARYZACJI DANYCH

Integracja Al z elektroniczng dokumentacjg medyczng w UE stoi przed wy-
zwaniem braku petnej harmonizacji norm interoperacyjnosci, takich jak
HL7/FHIR czy DICOM (Bender, Sartipi 2013; Mandel i in. 2016). Dzisiejszy system
ochrony zdrowia opiera sie na sieci archaicznych systemoéw i réznorodnych stan-
dardach, co utrudnia efektywng wymiane danych miedzy Al a systemami klinicz-
nymi. Dodatkowo brakuje wytycznych dotyczacych jakosci danych treningo-
wych, zwtaszcza w kontekscie brakujgcych danych (missing data) i ich wptywu
na wyniki Al (Rajkomar iin. 2019).

6. LUKA W OCHRONIE PRYWATNOSCI W PRAKTYCE KLINICZNE)

Regulacje skupiajg sie gtéwnie na zgodnosci z RODO, ale brakuje szczegdto-
wych wytycznych odnosnie sytuacji, gdy Al wymaga dostepu do duzych, zdecen-
tralizowanych zbioréw danych (np. w modelach federated learning). Cho¢ FL po-
maga chronié¢ prywatnos¢, nadal wymaga wsparcia zaawansowanymi techni-
kami, takimi jak anonimizacja, szyfrowanie czy audyt (Rieke i in. 2020). Ponadto,
mechanizmy uzyskiwania $wiadomej zgody pacjenta na ponowne uzycie jego
danych w szkoleniu Al sg niewystarczajgco okreslone — co rodzi watpliwosci
etyczne i prawne co do autonomii pacjenta (McKeown iin. 2021).
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7. LUKA W UWZGLEDNIANIU SPECYFIKI GENERATYWNEJ Al

W 2024 roku Swiatowa Organizacja Zdrowia opublikowata pierwsze wy-
tyczne dotyczace Large Multi-Modal Models (LMMs) — generatywnych modeli Al
zdolnych do przetwarzania réznych rodzajow danych i generowania wielorakich
rezultatow (WHO 2024). Jednak w dokumentach UE i Polsce wcigz brakuje szcze-
goétowych przepiséw odnoszacych sie do zastosowania tego typu modeli w me-
dycynie — na przyktad w tworzeniu dokumentacji klinicznej czy wspieraniu pro-
cesu diagnostycznego. Réwnie istotna pozostaje luka w regulacjach dotyczgcych
zarzadzania ryzykiem wystepowania tzw. , halucynacji” (nieprawdziwych, gene-
rowanych przez model tresci) oraz koniecznosci filtrowania wygenerowanych
wynikéw pod katem trafnosci i bezpieczenstwa (Noriiin. 2023).

8. LUKA W EDUKACII | KOMPETENCJACH UZYTKOWNIKOW

Dokumenty akcentujg potrzebe nadzoru cztowieka, lecz nie precyzujg mini-
malnych standardéw szkoleniowych dla lekarzy oraz personelu medycznego
w zakresie stosowania Al. Brakuje jednolitych ram edukacyjnych definiujgcych,
jakie kompetencje powinni posiada¢ uzytkownicy Al, by korzystac z niej odpo-
wiedzialnie i efektywnie (Li i in. 2023; Thomas i in. 2021). Badania wyraznie
wskazujg potrzebe wprowadzenia Al do nauczania klinicznego — zaréwno po-
przez tworzenie ram kompetencyjnych, jak i wtgczanie programéw szkolenio-
wych do programoéw ksztatcenia. W dodatku aktualnie brak regulacji okreslaja-
cych odpowiedzialnos¢ lekarzy, gdy podejmujg decyzje opierajac sie na reko-
mendacjach Al, ktérych nie sg w stanie w petni zrozumie¢ lub oceni¢ (van de
Sandeiin. 2021).

Dlaczego sama zgodnos¢ z regulacjami nie wystarcza?

Sama zgodno$¢ sztucznej inteligencji z regulacjami prawnymi nie stanowi
wystarczajgcego kryterium, aby uznac system Al za technologie godng zaufania
w kontekscie medycyny. Ramy prawne, takie jak Al Act, raporty WHO czy reko-
mendacje OECD, definiujg pojecie trustworthy Al przede wszystkim przez pry-
zmat formalnych i technicznych wymogdw, obejmujgcych m.in. wyjasnialnosé,
brak stronniczosci, bezpieczenstwo czy zgodnos$¢ z obowigzujgcym prawem. Sg
to kryteria konieczne, zapewniajgce minimalny poziom ochrony pacjenta, leczw
praktyce klinicznej nie obejmujg one petnego spektrum warunkéw, w ktérych
zaufanie moze sie rzeczywiscie wytworzy¢ i utrwalic.

Zaufanie, jak podkresla Baier (1986), ma charakter relacyjny i zawsze wigze
sie z podatnoscia strony ufajacej, ktéra oddaje czesé kontroli nad swoim losem,
opierajgc sie na kompetencjach, intencjach i integralnosci drugiej strony. W me-
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dycynie relacja ta jest z natury asymetryczna: pacjent, pozbawiony petnej wiedzy
medycznej i czesto dziatajgcy w warunkach stresu oraz choroby, znajduje sie
w pozycji szczegdlnej zaleznosci. Im wieksza jest ta asymetria, tym silniejsze —
wedtug Baier — stajg sie etyczne zobowigzania strony posiadajgcej przewage,
obejmujace troske, dobrg wole i dziatanie w najlepszym interesie drugiego
cztowieka.

Podobng perspektywe rozwija etyka troski (Gilligan 1982; Tronto 1993; Ne-
delensky 2021), dla ktdrej uznanie i ochrona podatnosci drugiej osoby oraz pod-
trzymywanie relacji umozliwiajacej zachowanie godnosci i podmiotowosci sta-
nowig fundament odpowiedzialnego postepowania. Inspiracje te znajdujg swoje
zrédto w mysli Emmanuela Levinasa (1969), ktéry wskazuje, ze relacja z Innym
rodzi bezwarunkowg odpowiedzialnos¢ — nie wynikajacg z kontraktu transakcyj-
nego, lecz z samego faktu spotkania z drugim cztowiekiem.

Uwzglednienie wymiaru relacyjnego zaufania w procesie projektowania
sztucznej inteligencji w ochronie zdrowia wymaga, aby systemy te byty kon-
struowane w sposob, ktéry od poczatku integruje zasady pryncypializmu (auto-
nomii, nieszkodzenia, dobroczynnosci i sprawiedliwosci) oraz wartosci troski
i odpowiedzialnosci. Po pierwsze, oznacza to koniecznos$¢ zapewnienia transpa-
rentnosci dziatania, obejmujgcej zaréwno techniczng wyjasnialnosé algoryt-
mow, jak i komunikacje wynikdw w formie zrozumiatej dla uzytkownika konco-
wego (Komija Europejscka 2019; Floridi 2019), a takze informowanie o roli jaka
system Al odgrywa w procesie leczenia. Po drugie, system powinien by¢ projek-
towany w duchu proaktywnej troski — tak, aby nie tylko minimalizowac¢ ryzyko
btedu (zasada nieszkodzenia), lecz rdwniez wspierac¢ dobrostan pacjenta (zasada
dobroczynienia), np. przez uwzglednianie komfortu psychicznego, prywatnosci
i mozliwosci uzyskania drugiej opinii (Beauchamp, Childress 2019; Vallor 2016).
Po trzecie, projektowanie powinno uwzglednia¢ zarzadzanie konfliktem warto-
$ci wbudowanym w dziatanie systemu — poprzez implementacje procedur waze-
nia zasad w przypadku ich kolizji, a takze poprzez umozliwienie uzytkownikowi
(pacjentowi lub lekarzowi) podjecia ostatecznej decyzji w sytuacjach granicz-
nych (Childress 1997; O’Neill 2002). Po czwarte, konieczne jest przeciwdziatanie
naduzyciom wynikajgcym z asymetrii informacyjnej pomiedzy twdércami sys-
temu a jego uzytkownikami, m.in. przez jawne informowanie o ograniczeniach
danych treningowych, marginesach btedu oraz poziomie niepewnosci rekomen-
dacji (Floridi 2019; WHO 2021).

Z tej perspektywy ,,godna zaufania Al” w medycynie to nie tylko system spet-
niajacy okreslone normy regulacyjne, lecz takze taki, ktory aktywnie wzmacnia
relacje lekarz—pacjent, chroni godnos¢ chorego, umozliwia mu odzyskanie po-
czucia wptywu (np. poprzez dostep do drugiej opinii czy mozliwos¢ zakwestio-
nowania decyzji algorytmu) oraz przekazuje informacje w sposdb zrozumiaty
i dostosowany do indywidualnego kontekstu. Sama zgodnos$¢ z regulacjami
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moze zapewni¢ poprawnos$¢ proceduralng, lecz dopiero uwzglednienie wymiaru
relacyjnego pozwala méwic o technologii rzeczywiscie godnej zaufania, ktdra nie
tylko optymalizuje proces diagnostyczny lub terapeutyczny, lecz takze wspiera
fundamentalne wiezi spoteczne i moralne lezgce u podstaw opieki medycznej.
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Trustworthy Artificial Intelligence in Medicine

Abstract

The article examines the issue of ethical evaluation and implementation of artificial intelligence
systems in medicine, with particular emphasis on the concept of “trustworthy AL” It discusses
regulatory frameworks such as the Al Act, and the recommendations of the WHO and OECD, high-
lighting their limitations in the context of clinical practice. The article also presents legal challenges
related to liability for Al-driven decisions in medicine, including the problem of “black-box liability”
and gaps in existing regulations. The discussion is complemented by a proposal for the develop-
ment of ethical design frameworks for Al that integrate legal requirements with moral values,
in order to support both patient safety and patient autonomy.

Keywords: Artifical inteligence in medicine, trustworthy artifical inteligence, principialism, eth-
ics of care.
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